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Retrogenes — genomic trash or treasure
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It is estimated that the human genome contains as many as 8,000–15,000 copies of protein coding genes generated by reverse transcription. Although majority of them are in the state of a “relaxed” selection and remain “dormant”, as they are lacking regulatory regions, many become functional. The evolutionary path of these functional retrogenes’ is not uniform. In the course of the evolution they may undergo subfunctionalization and consequently share the function with their parent or develop a brand new function (neofunctionalisation). A good number of studies was recently performed to explore these unique sequences, yet our knowledge about retrogenes evolution and function is exceptionally limited. We performed a comprehensive analysis of 62 animal genomes to identify retrocopies of protein coding genes, study their evolution and decipher putative functions. Our analyses revealed that the fraction of expressed retrocopies is much higher than previously estimated and that retrocopies provide genetic material for new proteins, microRNA genes as well as trans natural antisense transcripts (trans-NAT). In addition, they may serve as microRNA sponges and, in case of nested retrocopies, possibly act as transcriptional interference factor and cause premature termination of host gene transcription. Moreover, our studies demonstrated remarkable differences in retrocopies evolution between placental mammals and other animals.
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The binding of transcription factors (TFs) to their specific motifs in genomic regulatory regions is commonly studied in isolation. However, in order to elucidate the mechanisms of transcriptional regulation, it is essential to determine which TFs bind DNA cooperatively as dimers or trimers, and to infer the precise nature of these interactions. We will discuss a novel method that allows for comprehensive prediction of TF dimers in a cell-type-specific way and on a genome-wide scale. Cell-type-specificity is achieved by utilizing DNase I hypersensitive sites that measure chromatin openness. Our results indicate that chromatin openness profiles are highly predictive of cell-type-specific TF-TF interactions. Moreover, they suggest that cooperative TF dimerization is a widespread phenomenon, and that most cell types are regulated by multiple TF complexes. We will also discuss a stand alone tool that allows to run locally the method of predicting cell-type specific dimers of TFs.
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The β2-adrenoceptor (β2-AR) is one of the best structurally and functionally characterized member of the G-protein coupled receptors family. The receptor has unique signaling properties: upon agonist induced activation couples to both Gs or Gi proteins and additionally can be involved in β-arrestin recruitment. In our medicinal chemistry projects a series of novel β2-AR agonists have been developed based on modification of fenoterol structure [1, 2]. The compounds exhibit very diverse array of functional efficacies in a number of β2-AR related assays in vitro. In one of the assays, the agonist induced cardiomyocyte contractility study very intriguing results have been observed where the small group of derivatives show a receptor activation pattern leading to coupling exclusively to Gs protein while most other derivatives activate the receptor to the forms capable to act via Gi and Gi coupling [3]. Structural analysis indicates that Gs selective group of derivatives have a specific substituent at 4’ position capable to accept a hydrogen bond; subsequent molecular modeling simulations link this substituent with possibility of forming a hydrogen bond with Y308 residue of a β2-AR model. To verify that hypothesis Y308A mutant of β2-AR has been obtained and used to determine influence of the mutation on the binding affinities of derivatives. Indeed, Gs selective derivatives show their affinities to the Y308A mutant significantly reduced comparing to WT data, while the same mutation did not affect affinities for the group of derivatives eliciting both Gs and Gi signaling patterns. Further functional studies have indicated that the derivatives loose their Gs selective properties when assayed on the Y308F mutant of the receptor [4]. Therefore, a ligand hydrogen bond interaction with Y308 residue has been assigned as key event leading the receptor to the conformational active state which couples to Gi protein on a selective manner. Currently, analogous experiments are performed using broader set of β2-AR mutants in order to track down other specific ligand – receptor interactions responsible for receptor activation biased to a specific intracellular signaling pathway.
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From the statistical point of view the origin of life, according to older hypotheses, seems to be a highly improbable event. And, although there is no rigid definition of life itself, life as it is, is a fact. One of the most recognized new hypotheses for the origin of life is the RNA World hypothesis. Recently a lot of wet lab experiments have been conducted to prove some assumptions of it. However, regardless of the fact that some of them were successful, we are still far from the final explanation.

At the point where wet lab experiments still cannot reflect the true complexity of the problem, the bioinformatics seems to provide perfect tools to model and test various scenarios of the origin of life. Simulations of early pre-living systems may give us clues to the mechanisms of evolution. Whether or not this approach succeeds, it is still an open question. However, it seems likely that linking efforts and knowledge from the various fields of science into bioinformatics holistic view have a chance to make us one step closer to a solution of this question being one of the greatest mysteries of mankind. The talk illustrates some recent advancements in that area and points out possible directions for further research.
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It has recently come to general attention that transposable elements (TEs) may have a significant influence on speciation and evolution of species. Thus understanding of transposon behavior and evolution seems crucial to deepening our knowledge on evolution of species.

The problem of transposon proliferation has been extensively studied from a theoretical point of view, and many models of this process have already been proposed. Most of such preexisting models are based on the concept of transposition-selection equilibrium (TSE) that is, the transposon counts within modeled populations are controlled by the struggle between transposons' selfish drive to duplicate regardless of the effect on their host, and the evolutionary drive to eliminate hosts with high transposon counts (which create a genetic burden resulting in lower viability of host organisms).

In TSE models, the transposons are in a state of equilibrium, while in nature they usually proliferate in short, intense bursts interspersed with long periods of relative calm. The burst periods are often related to a period of intense environmental stress, such as might be experienced when the species is colonizing a new ecological niche, or undergoing domestication by humans.

The model was implemented for organisms undergoing asexual propagation. Here, we attempt to apply the same basic concept to investigate TE dynamics in sexually reproducing organisms.

We construct a plausible model of p53 regulation in which cell fate decisions in response to irradiation are controlled by interlinked negative and positive feedback loops. Two primary negative feedbacks involve p53 arrester, its p53-responsive inhibitor, Mdm2, and p53-responsive ATM inhibitor, phosphatase Wip1. Existence of these two feedback loops enables oscillatory responses to DNA damage which can be terminated when DNA repair is completed (cell recovery) or due to switching to the state of high level of p53 killer (apoptosis). This bistable switch between (1) limit cycle oscillations characterized by high level of p53 arrester and very low level of p53 killer and (2) stable steady state characterized by very high level of p53 killer, arises due to two opposing positive feedback loops stabilizing respectively p53 arrester and p53 killer. The loop which stabilizes p53 arrester involves Wip1: its transcription is regulated by p53 arrester and Wip1 dephosphorylates p53 killer to p53 arrester. The loop which stabilizes p53 killer involves another phosphatase, PTEN, transcription of which is regulated by p53 killer and accumulation of which via Akt-dependent signaling leads to the sequestration of inhibitory Mdm2 in the cytoplasm, and in turn to stabilization of p53 killer at a high level. We analyzed the bifurcation structure of the model and found that, although quite complex, it is possibly the simplest one allowing for the coexistence of stable-period oscillations and a stable steady state “outside” of the limit cycle. In the oscillatory phase, p53 arrester triggers synthesis of p21, leading to the reversible cell cycle arrest, while in the high p53 killer steady state the activation of Bax transcription and inhibition of Akt lead to irreversible apoptosis. Analysis of the model demonstrated that cell fate decisions are controlled by expression levels of phosphatases Wip1 and PTEN, and the level of growth factors. These levels are highly variable between cancer cell lines – this can explain differences of their responses to irradiation.
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Compared to engineering or physics problems dynamical models in quantitative biology typically exhibit substantially higher order of complexity. Therefore, the overall relationship between parameters and model dynamics is often prohibitively difficult to determine. Progress in developing tools to manipulate such models and so enable their efficient interplay with experiments has been slow, with methodological studies offering solutions significantly limited by model size.

In contrast, we have developed a general and efficient methodology dedicated to analyze the input - output relation of arbitrary large models of biochemical dynamics. Precisely, we quantify compensatory effects between model parameters. Our approach constitutes a natural mathematical language to precisely communicate and visualize parameter compensation phenomena that cannot be described with conventional tools and play an essential role in sensitivity analysis, parameter identifiability and experimental design.

We applied our methodology to reveal the role of parameters in the NF-κB signalling pathway. We surprisingly found that the relations between parameters correspond with the topology of the network. We described the consequences of this finding for model robustness, sensitivity and parameter identifiability. Importantly, our technique enables determination of non-identifiable parameters.

Comparatively, we have found that rich and heterogeneous experiments provide sufficient information to estimate only 22 out of the total 39 model parameters. This finding rises elementary questions regarding role of models with undetermined parameters and limits of parameter identifiability of systems biology dynamical models.

Importantly, in order to make our method widely accessible we created a simple web application, which enables the analysis of biochemical dynamical models for users without quantitative expertise. Biochemical models are represented in the Systems Biology Markup Language. The computational procedures implemented in Mathematica and R environments are hidden from the user as a friendly interface is provided. Application is available on servers of Bioinformatics Laboratory of Mossakowski Medical Research Centre Polish Academy of Sciences.

Novel approach for bi-clustering analysis in gene expression data
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Bi-clustering is a data mining technique which allows simultaneous clustering of the rows and columns of a matrix. This technique belongs to the class of NP-hard problems, and was first presented by Morgan and Sonquist in 1963, and by Hartigan (1972), and by Mirkin in 1992. In the context of bioinformatics problems, the first to use this technique was Cheng and Church. They proposed bi-clustering of result from microarray experiments, by introducing the mean square residue in bi-cluster. Representative of modern algorithms can be QUBIC, introduced by the Guojun Li et al. They proposed very efficient algorithm for bi-clustering of matrix with discretized expression data. Authors use graph representation of data, and like Cheng and Church, also find bi-clusters with low mean square residue.

The main problem of bi-clustering is that almost all of the existing algorithms specialize in a particular type of data. There are many types of data in a bi-clusters – constant values, plaid data, shift data, scaled data, and many others. Usually algorithms are dedicated to a particular type. Due to the fact that information about the bi-cluster is hidden, the researcher can never be sure what type of bi-clusters are present in the data. The bi-clustering analysis is usually time-consuming loop, in which researcher should choose the algorithm and set its parameters. This loop is repeated as long as he not find an algorithm that gives good quality results. This approach requires a lot of knowledge and experience, and most importantly – time.

The strategy of the performed research was oriented towards simplifying the analysis of bi-clustering to a pipeline as simple as possible: providing data on the input and getting the results on the output. The role of the user in this system is limited to the loading on the input data. However, it may also adjust the parameters used in the analysis. The key idea of proposed method is to computed large number of bi-clustering algorithms, each of which is specialized in different kinds of bi-clusters. Then, the results of these methods are combined into one. When paired, as the results we obtain set of sets of bi-clusters. Within a single set of bi-clusters, last step of algorithm is to connect bi-clusters composing it to a single one.

In this work we have shown that this approach gives satisfactory results regardless of data type of bi-clusters.
RuleGO2 — a semi-interactive method and tool for generating most interesting logical rules for functional description of genes
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We present a new version of functional annotation tool - RuleGO [1] which allows describing groups of genes using combination of Gene Ontology terms [2]. Basic version of RuleGO Internet Service works the following way: the user submits set of genes she or he wants to analyze and reference set of genes. Based on GO terms composition of the both sets, the method generates all statistically significant GO terms combinations (so-called logical rules).

First version of RuleGO Internet Service allowed generating statistically significant combinations based on several rule quality assessment functions. As the method is looking for all possible combinations, the number of obtained rules is usually very large (around several thousands of rules). The rules are further filtered and the most interesting ones are presented to the expert.

However such approach may result in rejecting from the final output rule set some of rules that are interesting to the expert. To deal with that problem we created RuleGO2 which includes semi-automated rule generation algorithm which allows generating rules that more consistent with expert's preferences.

The interactive tool allows the expert to provide the set of the most interesting GO terms. For example, when analyzing cancer gene signature which allows distinguishing among different types of cancers, one can be specially interested in GO terms representing so-called hallmarks of cancer such as growth factors, apoptosis, angiogenesis, inflammation etc. [3]. The method tries to search for most interesting rules in three ways:

- The user provides its own list of unfiltered rules and set of important GO terms. Obtained rules are then evaluated and analyzed by the filtration algorithm in such a way that rules containing important GO terms have the highest quality values.

- The user provides gene signature, reference set and a list of important GO terms. The rules are generated in such a way that each rule include at least one of terms provided by the user.

- The user provides gene signature, reference set and list of important GO terms. The rules are generated in such a way that each rule include at least one of terms provided by the user. Then, if there are any genes from signature set which are not described by already generated rules, the algorithm tries to generate additional rules to obtain the highest possible coverage of the signature.

The tool is available at: www.rulego.polsl.pl
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Intercellular communication mediated by extracellular vesicles (EVs) has proved to play an important role in a growing number of biological processes including development, immunity, inflammation and tumour progression (Mathivanan et al., 2010; Ohno et al., 2012; Gutierrez-Vazquez et al., 2013). Among other molecules, mRNA seems to be one of the most interesting content of these vesicles. What we know is that mRNA localization depends on interactions between the cis-acting elements in the mRNA sequence, known as zipcodes, and trans-acting factors, the RNA-binding proteins. Here we present results of our research concerning zipcodes targeting mRNA into hepatic EVs. In order to perform efficient motif identification, we have combined two approaches: in silico and in vitro. During the in silico phase, as a first step, the data was analysed in order to obtain detailed information about the sequenc- es. We have also checked whether mRNA sorting motifs, previously reported by other groups (Batagov et al., 2011; Bolukbasi et al., 2012) may act as cis-acting elements in hepatic cellular system. Negative correlation suggests that the mechanism of mRNA transport into EVs is tissue-specific. More importantly, based on bioinformatics tools, we have found 12 potential motifs, which may act as a zipcode for targeting mRNA into hepatic EVs. Secondary structure of these motifs have been predicted by mfold (Zuker, 2003), showing common folds for most of the candidate motifs. Additionally, mRNA-binding sites scans have been carried out using miRanda (John et al., 2004), detecting a number of miRNAs that could potentially bind the 12 selected motifs. This result supports the potential role of miRNAs in transporting mRNA into EVs. One of the putative zip-code, a 12-nt sequence included in a stem loop-forming region seemed to be particularly interesting. Its ability to target mRNA into EVs has been confirmed by a wet lab experiment. Taking into account that EVs serve as intercellular communicators, our results can have important theapeutics implications.
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Introduction: Secretory signal peptides are short N-terminal sequences directing a protein to endomembrane system and next to extracellular localization. Their amino acid composition allows to distinct three diverse N-terminal regions, the n-region (rich in positive amino acids) followed by the h-region (rich in hydrophobic amino acids) and the c-region (containing many polar and uncharged amino acids). The signal peptide is cut off from the mature part of protein by a specific cleavage site localized after the c-region (Nielsen & Krogh, 1998, Proc Int Conf Intell Syst Mol Biol 6: 122–130). The secretory signal peptides are subjects of intensive researches because of their potential application in new drug development. Therefore, numerous methods of signal peptide prediction were elaborated using artificial neural networks (Petersen et al., 2011, Nat Methods 8: 785–786), hidden Markov models (Käll et al., 2004, J Mol Biol 338: 1027–1036), position weight matrices (Hiller et al., 2004, Nucl Acids Res 32: 375–379) and support vector machines (Cai et al., 2003, Peptides 24: 159–161). However, they are still not perfect and do not work well on heterogenous data sets. The aim of this study was a new bioinformatics tool called signal.hmm for recognition of signal peptides based on hidden Markov models.

Materials and methods: Training and test protein sequences were taken from UniProt database. The sequences were filtered to remove atypical or poorly annotated records. Amino acids were aggregated into several physicochemical groups to generalize their properties and minimize dimensionality. The signal.hmm consists of two modules. The first one is a heuristic algorithm based on the current knowledge about the molecular structure and properties of secretory signal peptides. The algorithm extracts regions constituting the signal peptide from a given protein sequence. Such information is further used in the second module, which consists of two hidden Markov models recognizing proteins with and without the secretory signal peptide, separately. The implemented hidden Markov models have very flexible features. Instead of setting hard constrains on the length of regions typical of signal peptide, they calculate probabilities of staying in the given region. It allows the classifier to recognize correctly cases with abnormally short or long regions.

Results: The signal.hmm gives in output the probability of whether an analyzed sequence contains a signal peptide or not, as well as the position of possible signal peptide cleavage site. The AUC of the classifier is 0.97 and mean squared error of the predicted cleavage site is 6 positions.

Conclusions: Despite the project is in the initial phase, predictions of the signal.hmm are nearly as precise as its competitors. It is possible that the inherent extensibility guaranteed by the hidden Markov models will allow to reach eventually better results. The current problem concerns mostly the lack of precision in recognizing the end of cleavage peptide, which is caused by the similarity of the c-region and the beginning of mature protein.
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One of the major challenges in structural biology is to determine the structures of macromolecular complexes and to understand their function and mechanism of action. However, structural characterization of macromolecular assemblies is very difficult. A hybrid computational approach is required that will be able to incorporate spatial information from a variety of experimental methods into modeling procedure. Thus far, we developed PyRy3D, a method for building low-resolution models of large macromolecular complexes. The components (proteins, nucleic acids and any other type of physical objects including e.g. solid surfaces) can be represented as rigid bodies (e.g. based on atomic coordinates of structures determined experimentally or modeled computationally) or as flexible shapes (e.g. for parts, whose structure is dynamic or unknown). The model building procedure applies a Monte Carlo approach to sample the space of solutions. Spatial restraints are used to define components interacting with each other, and a simple scoring function is applied to pack them tightly into contours of the entire complex (e.g. cryoEM density maps). This approach enables the construction of low-resolution models even for very large macromolecular complexes with components of unknown 3D structure, such as human mitochondrial RNA polymerase gamma.

We carried out a structural bioinformatics analysis of large macromolecular complexes such as: editosome, human Splicing Factor 3b (SF3b) and CASCADE, predicted disordered and ordered regions and modeled the structures of individual domains. Then we used PyRy3D to generate ensembles of models that fulfill restraints satisfying known experimental data. Such an approach is the first step to understand mechanism of actions for these enzymes and might help in structure determination with experimental methods.
G-protein-coupled receptors (GPCRs) form a very large and important family of membranous signaling proteins. These receptors are pharmacological targets for 30–50% of currently used drugs. More than 800 human GPCRs allow cells to recognize diverse extracellular stimuli and transduce the signals across the plasma membrane to activate G proteins which pass the signal to the effector proteins. Recently, it was found that arrestin is also mediating the signaling, independently of G protein [1]. Choice of a mediator and also a degree of increase or decrease of receptor activation, since GPCRs are partially activated even without a ligand, is regulated by binding of appropriate ligands. The ligands are traditionally divided into three classes: agonists – increase activation, antagonists – block the receptor and do not change activity, and inverse agonists which decrease activation. However, with two mediating proteins such classification is too simplistic. The hydrophobic ligands of these proteins since their interior is rather hydrophobic with many water molecules participating in internal hydrogen bond network. Rearrangement of this network by ligand binding and action of microswitches [2] leads to movement of receptor helices and binding of mediating proteins. We investigate how the hydrophobic ligands can enter the GPCR binding site and which are their binding modes. The analysis is based on crystallographic structures with hydrophobic ligands and also after docking procedures, as for sphingosine-1-phosphate (SIP1) receptor [3] as well as based on homology models of GPCRs [4], for cannabinoid receptors [5].
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The molecules of the ribonucleic acid (RNA) perform a variety of vital roles in all living cells. Their biological function depends on their structure and dynamics, both of which are difficult to experimentally determine, but can be theoretically inferred based on the RNA sequence. We have developed a computational method for molecular simulations of RNA, named SimRNA. SimRNA is based on a coarse-grained representation of a nucleotide chain, a statistically derived energy function, and Monte Carlo methods for sampling of the conformational space. The backbone of RNA chain is represented by P and C4' atoms, whereas nucleotide bases are represented by three atoms: N1-C2-C4 for pyrimidines and N9-C2-C6 for purines. Despite the bases being represented by only three atoms, other atoms can be implicitly taken into account in terms of the excluded volume. All base-base interactions were modeled using discrete three-dimensional grids built on local systems of coordinates. All terms of the energy function used were derived from a manually curated database of crystal RNA structures, as a statistical potential. Sampling of possible nucleotide sequences and structures is done using asymmetric Metropolis algorithm coupled with a dedicated set of moves. The algorithm was embedded in either a simulated annealing or replica exchange Monte Carlo method. The user can specify various types of restraints, including geometry (distances and positions), secondary structure, sequence, and nucleotide composition restraints. The output of SimRNA is a RNA sequence which has lowest free energy when folded into given desired tertiary structure, and which also is not likely to fold in any other way.
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Ribonucleic acids (RNAs) are a large group of biological molecules that play vital roles in many biological processes, such as coding genetic information, and catalyzing chemical reactions. They also perform regulatory functions. While RNA tertiary structure prediction is a classic problem in structural bioinformatics, the inverse problem of designing a sequence folding into a desired three-dimensional structure appears even more challenging. Artificial RNA sequences that form specific tertiary structures may have many potential biomedical and synthetic biology applications.

SimRNA-design is a computational method for RNA design based on the SimRNA simulation program. Like SimRNA itself it uses a coarse grained representation of RNA molecule, and statistical potential derived from large set of known RNA structures. Sampling of possible nucleotide sequences and structures is done using asymmetric Metropolis algorithm coupled with a dedicated set of spatial moves and sequence modifications. The simulation can be done using either simulated annealing or replica exchange Monte Carlo method. The user can specify various types of restraints, including geometry (distances and positions), secondary structure, sequence, and nucleotide composition restraints. The output of SimRNA-design is a RNA sequence which has lowest free energy when folded into given desired tertiary structure, and which also is not likely to fold in any other way.
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Histones, especially their N-terminal tails, are subject to a large number of post-translational modifications. In the last few years, thanks to high-throughput experimental methods, particularly CHIP-chip and CHIP-Seq, remarkable progress has been made in the characterization of histone modifications. The link between histone modifications and transcription has been particularly intensively studied. It has been found [1, 2] that some individual modifications can be associated with transcriptional activation or repression. For instance, H3K4me3 is enriched in promoters and H3K36me3 in transcribed regions of active genes. Furthermore, it has been shown, based on genome-wide CHIP-Seq data for 38 histone modifications and one histone variant from human CD4+ T-cells, that histone modification levels are predictive of gene expression levels [3]. We analysed the same dataset, but addressing different problem: prediction of functional DNA elements, such as promoters, exons and introns from histone modifications. We compared classifiers based on Bayesian networks and random forests. In the first case, we consider a bipartite Bayesian Network between classification attributes (histone modifications) and predicted classes (binary indicators of functional elements). BNFinder software [4] provides the optimal topology of the network, performing feature selection simultaneously. Additionally, we analyze impact of pre-processing on classification quality. Our results from T CD4+ human cell line as well as fruit fly embryo indicate that it is possible to accurately predict major functional annotations in their active state, while inactive elements seem to be difficult to distinguish from intergenic regions. While random forest classifiers provide overall better accuracy, the Bayesian models are more useful in selecting the few most informative modifications.
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We have been using short modified oligonucleotides, such as Peptide Nucleic Acids (PNA), to target in a sequence-specific manner the functional sites of bacterial ribosomal RNA (rRNA) and inhibit bacterial translation. To monitor the inhibitory efficiency of these oligomers, we have been using bacterial cell-free extracts. However, these experiments are difficult, time consuming and costly, so advance computer-aided oligomer design to predict the inhibitory effectiveness is needed. For this reason I have been developing various software tools to evaluate in silico the effectiveness of PNA sequences in targeting a particular region in rRNA. I considered three main features that determine the usefulness of a candidate PNA oligomer: ecological range of impact, functionality of the targeted RNA region, and predicted capability of efficient hybridization. By ecological range I define a group of species that are susceptible to a particular PNA sequence. To rank the bacterial strains by the probability of its rRNA being targeted by a certain PNA oligomer I have developed a multistage bioinformatics pipeline. Data concerning the functionality of the region were derived from the crystal structures of the ribosomes in complexes with various ligands such as antibiotics or protein factors. Literature data on the mutagenesis analyses were also incorporated into the algorithm. The capability of efficient binding is the most complicated part of the score because apart from the obvious sequence-specificity it depends on many features of rRNA including its secondary and tertiary structures, accessibility of a particular RNA fragment, and most importantly its native-state dynamics. I have also considered and evaluated the opening energy of targeted rRNA or its purine content (since PNA oligomers prefer homopurine regions). To assess the flexibility of rRNA in the ribosome context I performed all-atom molecular dynamics simulations of the small ribosomal subunit. The main difficulty in developing such a tool is integrating various types of information and selecting reliable parameters to score a particular PNA sequence. Due to insufficient amount of experimental data, the predictive power of the designed algorithm and software is being assessed in our lab by in vitro experiments that test the inhibition of bacterial translation by PNA oligomers in E. coli cell-free transcription/translation system.
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MetaMisTher: a machine learning meta-predictor of the influence of missense mutations on thermodynamical protein stability
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Missense mutations, also known as nsSNPs (nonsynonymous Single Nucleotide Polymorphisms) are point mutations in DNA regions leading to a single amino acid substitution in the primary protein structure. The difference between free Gibbs energy of wild type and mutant protein (Δ(ΔG)) is the indicator of thermodynamical protein stability. Experimental techniques such as differential scanning calorimetry (DSC), fluorimetry and electrophoresis have been used to link missense mutations with certain free energy changes. Henceforth, theoretical predictions of postmutational protein stability can be validated and benchmarked easily. Empirically inferred constraints for Δ(ΔG) were suggested by Khan: Δ(ΔG) within the range [-0.5;0.5 kcal/mol] signifies neutral mutation, above it – destabilizing and below – stabilizing [1]. Although a particular missense mutation cannot be linked to a disease deterministically, several studies [2] show that pathogenicity predictions of missense mutations are also possible.

The main objective of the MetaMisTher project is to create an independent and intuitive metapredictor of the influence of missense mutations on thermodynamical protein stability. Another objective is to use as little biological expert data as possible for the task, thus justifying use of machine learning methods for missense mutations effect explanation. In the end their effectiveness is compared to the output of knowledge & physical potential methods. Predictions are made on tertiary structure basis, out of which in case of a few MetaMisTher components FASTA amino acid sequence is extracted.

Our meta-predictor provides Δ(ΔG) values by wrapping 7 local physical potential, knowledge-based potential and machine learning methods into a common independent server framework. To increase precision of Δ(ΔG) scoring, MetaMisTher uses information from PDB files and predicts solvent accessibility and secondary structure. The gathered predictions are processed with a consensus SVM algorithm to obtain a single score and evaluated with ROC curves and MCC (Matthew’s correlation coefficient).
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An efficient approach for estimating GMM initial conditions as a way of improvement of Nuclear Magnetic resonance spectra analysis
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Nuclear magnetic resonance (NMR) spectroscopy is a popular technique used for estimation of chemical compounds amount in a complex mixture. The analysed signal has a form of spectrum with peaks representing different compounds. Peaks are commonly not well separated. To identify them there is a need for robust technique of signal decomposition; promising approach is to use Gaussian mixture model (GMM). Parameters of GMM components, like mean value, variance and weight, can be estimated with use of Expectation-Maximization algorithm. The crucial problems in EM are: finding initial conditions and number of model components. Aim of the study was to construct efficient technique for initial conditions estimation in Expectation-Maximization (EM) algorithm to improve analysis of NMR spectroscopy.

To solve this problem authors propose to apply technique that was already successfully used for decomposition of proteomic spectra. It is based on division of spectrum into intervals dependent on defined threshold for peak heights. In each interval EM is used to decompose a part of the signal limited by interval borders. The maximal number of GMM components for this partial decomposition is not strictly defined but is greater or equal than the number of peaks detected in given interval with use of local maxima method. Optimal number of components is found with use of Bayesian information criterion (BIC). The procedure is repeated for each interval and in consequence results of partial decompositions are used as initial condition for global spectrum analysis.

The efficiency of algorithm was examined on a 27 data sets collected with human brain phantom. Examined spectrum consists signals emitted by chemical compounds, like NAA, Choline, Creatine, Glutamine, Myo-inositol, Phospho-creatine, Lactate and other. In this study we compared proposed approach with an analysis done on whole spectrum at once. For all datasets differences in estimated amount of all compounds compared to true values were observed.

The smallest increase of accuracy: 2–5% (average for 27 spectra equals 3.91%) was observed for compounds that are represented by well-separated peaks such as NAA. For close multiplets such as lactate or glutamine, or highly overlapped peaks such as myo-inositol and choline the increase of accuracy was more than 10% (average for 27 spectra equals 14.5%).

In this preliminary study we proved that approach for estimation of EM initial conditions, that was successfully used in MALDI-TOF spectra analysis, may be applied, however with minor adjustments which are specific to characteristics of NMR spectra.

Acknowledgements
Authors are thankful to the group of Medical Physics of Prof Maria Sokol at Centre of Oncology in Gliwice for access to the data that were used in this work.
This work was financed by internal grant for young researchers from Silesian University of Technology in Gliwice (BKM RAu 2014 t.16).
P4.2

Multiobjective optimization of mutation accumulation in bacterial genomes
Paweł Blażej, Paweł Mackiewicz, Małgorzata Grabińska
Faculty of Biotechnology, University of Wrocław, Wrocław, Poland
E-mail: Pawel Blażej <blazej@smorfland.uni.wroc.pl>

The process of mutation accumulation is an important component of biological evolution. Together with selection, it is responsible for genetic variation of organisms and their adaptation to changing environments. Therefore, mutations should be desired. On the other hand, it seems that most of mutations introduced into genomes are deleterious. Then, we should expect a decrease of mutation rate to minimize this harmful effect. As a result of this, some kind of trade-off should be observed between the necessity to accurately replicate the established genetic information and the requirements for adaptational flexibility of organisms. To answer the question about the optimality of the mutation accumulation process, we carried out Monte Carlo computer simulations applying evolutionary strategy and multiobjective optimization. Using this approach we tried to find such substitution process that would be optimal for assumed criteria. The mutation introduction was modelled by a Markov process described by the General Time Reversible model assuming a fixed stationary distribution and codon usage as in several bacterial genomes. As optimization criteria we examined: probability of nucleotide substitution, cost of amino acid substitution and probability of stop codon occurrence. Based on these assumptions we found a class of mutation substitution matrices that produced the smallest number of harmful mutations and simultaneously generated sufficient genetic variation. The simulations showed that there are many optimal solutions representing a trade-off between the considered objectives. The results were compared with the empirical mutational matrices which were found in real genomes.
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Bioinformatics analysis of rat Mbl1 gene reveals enrichment of transcription factor binding sites distinctive in promoters of acute-phase proteins genes
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Background: The mannose-binding lectin (Mbl1) is a protein of complement cascade and an inherent part of the innate immune system. The complement cascade represents a complex network of plasma proteins that cooperate to withdraw the pathogens and the “old” cells from the circulation and to maintain healthy tissue. This network integrates both the antibody- and cell-driven responses to infection by pathogens. Whenever MBL is bound to specific molecular patterns on the specified cells it attracts MBL-associated serine proteases (MASPs) and via them initiates complement pathway activation (Schwaeble et al., 2011) with eventual opsonisation of particles, release of inflammatory peptides, enhanced engulfment by phagocytes of above-mentioned cells as well as cell debris and thrombin-like activity (Takahashi et al., 2011). However, a little is known about its transcriptional regulation. To get more in-depth knowledge on regulation of Mbl1 transcription we have undertaken the in silico search for transcription factors binding sites (TFBS) in promoter of this gene in Rattus norvegicus.

Methods: The promoter length was 1500 bp (from –1500 to +73 bp), containing adjacent 5′UTR of Mbl1 genes of Rattus norvegicus (Gene ID: 24548) and Mus musculus (Gene ID: 17194). The position - weight matrices of transcription factor binding sites were obtained from the database Matrix Family Library Version 9.0. The program MatInspector was used for the search. The phylogenetic analysis was conducted by the comparison of the promoter of Rattus norvegicus with the promoter of gene-orthologue of Mus musculus. The functional modules of presumable transcription factors were determined with ModellInspector program.

Results: As a result of Mbl1 promoter analysis we obtained 14 liver-specific and evolutionary conserved TFBS of Mbl1 gene of Rattus norvegicus located predominantly within the region of 1000 bps in length. This list includes such transcription factors as ISGF3 (Interferon-stimulated growth factor), members of PARbZIP (proline and acidic amino acid-rich basic leucine zipper) transcription factors family, FKHDI (forkhead box proteins), HNF1 and HNF6 (hepatocyte nuclear factors), glucocorticoid receptors (GR) and CCAAT/enhancer binding proteins (C/EBP), AP-1 (activator protein 1) and ETS, E26 transformation-specific transcription factor. Additionally, we analyzed found transcription factors for possible functional interactions by searching for modules in ModellInspector program. Both single transcription factors and modules are typical for the promoters of the genes encoding the proteins of acute phase response, such as fibrinogen, factor VIII and factor IX (Begbie, 1999), other genes of complement system. Thus, as the result of this work we found similar patterns of conservative cis-elements in promoter of Mbl1 gene. This analysis hints bisical assumptions about possible mechanism of Mbl1 gene expression and differentiate candidates among TFs for further task-oriented experimental validation.
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The mitochondrial outer membrane protein import complexes of Amoebozoa representatives
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The TOB/SAM and TOM complexes are translocases located in the outer membrane of mitochondria and responsible for protein import into mitochondria. It is well known that the complexes contain core subunits formed by proteins common to all eukaryotes and additional subunits that appeared later in the evolution of eukaryotes and are lineage-specific. In the Amoebozoa the subunit organization of the TOM and TOB/SAM complexes is not very well understood. Here, we present putative organization of these complexes in several amoebozoans: Acanthamoeba castellanii, Amoebo proteus, Dictyostelium discoideum, Dictyostelium purpureum, Dictyostelium fasciculatum and Polysphondylium pallidum. We used publicly available genome and transcriptome data and in two cases (A. castellanii and A. proteus) mRNA sequences determined by us. The assembly of transcriptomes was performed using the Trinity assembly suite. Then, all the genome and transcriptome sequences were scanned for the TOM and TOB/SAM complexes coding sequences. In this step the BLAST search algorithm was employed with several references from different taxonomical lineages retrieved from the GenBank. In some cases Hidden Markov Model based searches were employed as well.

The amoebozoan TOM complex appears to lack Tom5 and Tom6 as we couldn’t detect the encoding sequences in any amoebozoan genome. However, we cannot exclude that their homology exist in these organisms and their detection was precluded by their size and applied methodology. All the other TOM complex subunits were predicted, though not all of them in all the genomes. In the case of the TOB/SAM complex most of the subunits were detected across the genomes of species analyzed with the exception of two entamoebas whose TOB/SAM complex seems to consist of 50 proteins. In general, entamoebas have both complexes slimmer down, which may reflect their adaptation to parasitic/commensal life style. Taking together, the amoebozoan TOM and TOB/SAM complexes contain core subunits but also display some diversity of subunit organization that suggests the organization changes occurring during their evolutionary history.
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The modelling of biochemical reaction networks is an important element of modern systems biology that aims to describe and explain various natural phenomena. All theoretical models which describe any complex system consists of many parameters and many variables depending on the parameters. To utilize a model it is necessary to determine the parameters values, not only for model setting but also for understanding of various interactions within the modeled species. The proper sensitivity analysis, that enables investigation of the impact of parameters to the model response, is crucial to model validation. Therefore it is critical to introduce an accurate computational method for the SA. Recently available methods for multiparameter model analysis are being developed but still infancy.

We introduce the method based on an information theoretical measure called mutual information. The method hierarchically determines the subgroups of parameters that have the crucial significance to the model. To quantify the sensitivity of the model, we randomly search the parameter space, seeking the parameters with biggest weights based on sensitivity indexing. To our knowledge, no sensitivity analysis of interactions within groups of many parameters can be performed computationally efficiently, limiting our ability to compare the influence of possibly correlated parameters. This new approach makes significant improvements to available methods by not only including information about the dynamics of the model depending on single parameters but also the answer for the specific questions like, what is the common influence of the parameters to the model response, what are the thresholds of the parameters values for the different system behavior. Moreover, this simple method enables to capture interactions within a model regardless of the existence of correlations between parameters.
RetrogeneDB — a database of animal retrogenes

Michał Kabza, Joanna Ciomborowska, Izabela Makalowska
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Retrogenes are copies of existing genes that arise from insertion of reverse transcribed miRNAs into the genome. Because of the lack of regulatory elements, which are not inherited, such copies used to be considered as non-functional (retropseudogenes) and classified as “junk DNA”. Multiple discoveries, most notably in the past 10 years, have challenged that view. Since then, multiple mechanisms by which retrogenes may become functional have been proposed. A unique feature of retrogenes — the loss of all or most of the cis-regulatory elements, leads to the lower level of evolutionary constraint, which is the reason why retrogenes may relatively easily undergo neofunctionalization.

As a result, retroposition is a vital part of the process of development of lineage- and species-specific traits. Although multiple attempts have been made to detect retrogenes in the genomes of model organisms, there is still no repository of retrogenes for a broader range of organisms. Here, we present a new database called RetrogeneDB (http://retrogenedb.amu.edu.pl/) that contains high-quality retrogene datasets for 62 genomes from Ensembl release 73. The search was done based on the similarities between reference genomic sequence and proteins coded by multiple genes in a given species. To increase accuracy, we applied several criteria to call a genomic region a retrocopy: length of the alignment at least 150 bp, minimum of 50% coverage of parental gene, minimum of 50% identity, and loss of at least two introns among others.

Our strategy led to identification of 84,808 retrocopies, including 6,277 protein-coding genes not recognized previously as retrogenes. A total of 64,225 retrocopies identified by us are not present in the Ensembl database, this includes 139 retrogenes in the human and as many as 2,205 in the mouse genome, which belong to the best annotated. Because of our stringent requirements, applied in the order to generate a high-quality data set, the number of identified retrocopies in a given species is considerably lower than in most other databases. However, this method gave consistently good results in both, well and poorly annotated, low-coverage genomes, for example, alpaca or dolphin.

RetrogeneDB allows users to search for retrogenes and their parental genes using numerous criteria, such as genomic localization, key words, parental gene name, and retrocopy ID. Results can be filtered based on the retrocopy type, open reading frame conservation or expression which was estimated for selected organisms based on RNA-Seq data. In addition, a JBrowse genome browser was implemented allowing retrocopy inspection in the genomic context. The search from parental gene perspective enables to identify all retrocopies of a given gene or all orthologs, which were retroposed in any other species. Users can also perform sequence-based search using BLAST tool.
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“In silico” prediction of tRNA and Trm10 methyltransferase complexes
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Transfer RNA (tRNA) methylation is necessary for the proper biological function of tRNA. During tRNA maturation, extensive specific post-transcriptional modifications are introduced by many different enzymes to ensure proper tRNA structure and function. One of the most common modifications is the m^1N9 modification, which is catalyzed by Trm10, S-Adenosyl-L-homocysteine dependent methyltransferase. Trm10 enzyme group include several homologues, which transfer methyl group to: guanine(9)-N(1), adenine(9)-N(1) and guanine(9). TRM10 homologues are widely found in eukaryotes and archaea, but not in bacteria. Here we present computational analysis of Sulfolobus acidocaldarius initiator tRNA and Trm10-transferase monomer docking complexes obtained "in silico". Using method for 3D homology modeling, developed in Bujnicki’s lab (modeRNA), we have obtained model of tertiary structure of studied tRNA sequence. Sequence was optimized using Quick Refinement of Nucleic Acids tool developed in the same lab. To generate possible orientations and conformations of the components, we employed the GRAMM method and produced 10000 decoys for each experimental group. Obtained sets of decoys were scored and grouped using FILTREST3D according to distance restrains between specific residues of the protein and tRNA (SAH-N9; K-64-tRNA; Y161-tRNA; K254-tRNA). Residues were chosen due to their conserved character and electric potential properties. Cut-off function allowed to pick out best structures, which were submitted to further analysis with DARS-RNP allowing to identify structures close to the native.
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Next generation sequencers are more and more widely spread all over the world facilitating sequencing genomes of organisms that could not have been sequenced before, but also re-sequencing already known organisms to examine heterogeneity of a single species. In fact, because of its accessibility the number of application for sequencing technology is rapidly growing. The increased use of sequencers leads inevitably to overload the servers that produces genomes in a process of DNA assembly. The solution of the problem could be the acceleration of the DNA assembly methods. On the other hand assembly still needs to be as accurate as possible to be able to answer biomedical questions and verify scientific hypothesis. To satisfy mutually opposite criteria of high accuracy and equally high performance we have implemented new DNA assembly method. The method utilizes the overlap-layout-consensus strategy in order to ensure high quality results and new technologies, in particular, GPU acceleration to produce results efficiently. The talk will focus on the algorithmic side of the method with particular emphasis on the genome graph traverse step.
Bayesian networks are probabilistic graphical models widely used for gene regulatory networks reconstruction, because they are able to infer non-linear relationships between genes. In general, learning Bayesian networks from experimental data is NP-hard, leading to widespread use of heuristic search methods giving suboptimal results. However, it was showed by Dojer [1] that it is possible to find optimal network in polynomial time when datasets are finite and there are external constraints ensuring network acyclicity. While our method makes it possible to reconstruct optimal networks in polynomial time [2], the widespread adoption of the algorithm is limited by its long running times bound by the time it takes to find the optimal set of parents for the most complex variable.

In this work we present a new and improved version of BNFinder — our tool for learning optimal Bayesian networks. The improvement consist of parallelized inference algorithm providing significant speedup with good efficiency. Importantly, the improved implementation is quite insensitive to heterogeneous datasets, i.e. situations where complex variables with multiple parents are mixed with simple variables. We show algorithms performance measured on simulated datasets as well as real biological data regarding phosphorylation network inference [3]. Finally, we adapted our tool to heterogeneous distributed environment and performed genome-scale *E. coli* network inference [4] using Ukrainian GRID infrastructure.

References:

The purpose of the study was creating a computer simulation system for the shotgun sequencing processes. The main aims related to elaborated system was to [1] obtain simulation results for better understanding and verifying the shotgun sequencing process [2] analysis of the influence of some effects ignored in the Lander-Waterman theory on the statistics of the shotgun sequencing process [3], analyses of several real sequencing datasets. Main methods which we applied to create the model, were based on the realistic shotgun sequencing methods such us randomly creating reads (the short nucleotide fragments) or adaptation the model to the parameters such as read length (L), the length of whole nucleotide fragment (G) and the numbers of reads (N). The final step of algorithm was counted number of contigs (full nucleotide sequences, that was created by placing the reads) and their length, that was used to analysis parameters with comparing it to the Lander-Waterman statistics [2].

To further explore the shotgun sequencing method we collected the real data, which contains many sequences of reads coming from the 1000 Genomes Project. These data was collected in .BAM files and we took the reads and put together to create a contigs sequences, according to the information of position to the reference sequences of each read. To make this we use Matlab environment and the main model modification. We plotted the number of contigs results as the relationship between σ parameter [3] (the ratio of empirical number of contigs to the maximum predicted value of contigs) to the “a” parameter (which means depth of coverage understood as NL/G). The created graph was compared to the Lander-Waterman statistic.

The next step was making a plot which show another relationship of parameter σ to the tandem repeating sequences which was created in shotgun sequencing process. This data which we used to create the plot was searched on the NCBI database. The main information, which we needed was placed in section *Assembly Statistics* (for each chromosome) and in the attached articles. We collected the data for each chromosomes of chosen organisms, that we put together on one graph.

The above analysis let to study the shotgun sequencing process in so many ways. Created model was able to tell us the basic parameters influence to the final result. Obtained plot show the visible relationship of σ parameter and depth of coverage „a”, which show the crucial downward trend of σ parameter in order to rising parameter „a”. The chart, that present relationship between σ and number of tandem repeats show us the dependence of those two parameters. Given results lead to better knowledge of shotgun sequencing method, which inform how to manage a better quality of this method and study the probability processes of contig formation.
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**Searching for mutational matrices in bacterial genomes**
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The mutational pressure is one of the most important machinery that propels evolutionary process in each organism. Therefore, the knowledge about mutation patterns acting in genomes is necessary for understanding evolution and variability of organisms. The aim of our study was finding mutational nucleotides substitution matrices in many different bacterial genomes. The nucleotide substitutions were calculated separately for orthologs lying on differently replicated DNA strands (leading and lagging) from closely related bacteria belonging to the same species or genus. In order to eliminate the effect of selection and to obtain the purest as possible mutational pressure, we eliminated highly expressed protein genes based on Codon Adaptation Index (CAI) parameter minimizing type I and type II errors. Only fourfold degenerated positions in codons were used to the final calculation of substitutions matrices to further avoid an influence of selection pressure. The matrices were calculated using both maximum parsimony (Fitch's algorithm) and maximum likelihood methods. The obtained matrices differed across the studied genome sets although the same nucleotide substitutions characterized usually by big rate. Stationary distributions resulting from the Markov process described by the matrices were not always in equilibrium with the nucleotide composition of the studied sequences in every genome set.
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Micro RNAs (miRNAs) are small, single stranded RNA molecules, which are involved in post-transcriptional gene silencing in plant and animal cells. To date, it has been reported that plant miRNAs, by targeting many regulatory genes, play an important role in such processes as: plant development, hormone signaling or biotic and abiotic stress response. Although, many interesting facts have already been discovered about miRNA nature and way of action, those molecules are still surprising and not fully understood.

In this research we characterized miRNAs, which are specific for Gala apple scions grafted on four different rootstocks: B.9, G.30, M.27 and M.111, presenting diverse Fire Blight resistance. Our previous studies (Jensen et al., 2009) showed, that those rootstocks also induce a different gene expression pattern in the apple scion as well as they determine tree size. Although the mechanism of this regulation is not known yet, we suggest that miRNAs might play a crucial role in it.

In order to identify miRNA species, as well as their expression levels in selected trees, SOLiD sequencing of small RNAs has been performed. All the reads have been mapped to the apple genome (http://www.rosaceae.org/projects/apple_genome) and searched for conserved and apple-specific miRNAs. Performed analyses allowed us to extend the apple miRNA repertoire by 38 conserved and 78 novel, apple specific, miRNA as well as verify 143 miRNAs from previous studies. We confirmed five of new miRNAs using qPCR or RT-PCR. We also identified miRNAs with significantly changed expression among analyzed rootstocks. Rootstock-dependent fold change in miR expression levels, together with qPCR confirmations let us define five apple miRNAs potentially involved in fire blight resistance in apple trees: miR169a, miR319c, miR160e, miR167b-g and miR168a,b. In addition, we searched for potential miRNA targets using psRNATarget focusing on transcripts with significantly higher expression in fire blight resistant trees.
The simulation results are consistent with the results of experimental studies gathered by our group. The suppression of the NF-κB pathway response is observed. For the TNF stimulation initiated between 4 and 6 hours after heat shock, the highest level of free HSPs in the cell’s cytoplasm, which appears after 4.5 hours from the beginning of heat shock.

By carrying out a number of simulation we were able to determine the time window in which the most effective radiation (or in the “ion trap”). Recommended distance for that search is equal to 6 Angstroms. Recommended minimal number of amino acids required to form a coordination sphere is equal to 3. We used 30 proteins of plants, archaean, fungi and invertebrates as training set. At the recommendation parameters sensitivity and specificity of the algorithm are both equal to 74.3%.

The algorithm entitled “VVTAK Mn(II)” (http://chemres.bsmu.by) is based on four propensity scales created during the study on 3D structures of 149 bacterial proteins [1] and 300 proteins of chordates with coordinated Mn (II) cations. The first scale is based on the specific secondary structure elements distribution around Asp, Glu and His residues coordinating Mn (II) ions. Indeed, as we found out, 77.88% of all the coordination spheres from bacterial proteins contain at least one residue in the specific “beta strand – binder – random coil” motif [1]. Both beta strand and alpha helix may be situated after that motif. The second scale is based on amino acid propensities in five positions before and five positions after the binding residue. The third scale is made from propensities for pentapeptides composed of hydrophobic and hydrophilic amino acids to be situated near the residue interacting with Mn (II). The fourth scale is based on frequencies of amino acid combinations in pairs around the binding residue. The forth scale helps to exclude from predictions those potential binders which are surrounded by positively charged residues.

The algorithm performs the search for Asp, Glu and His residues situated around each of the “active binders” predicted by a combination of probability scales in the three dimensional space. All those amino acids situated near the “active binder” are included into the coordination sphere (or in the “ion trap”). Recommended distance for that search is equal to 6 Angstroms. Recommended minimal number of amino acids required to form a coordination sphere is equal to 3. We used 30 proteins of plants, archaean, fungi and invertebrates as training set. At the recommendation parameters sensitivity and specificity of the algorithm are both equal to 74.3%.

The algorithm is written as an extended Ms Excel spreadsheet. To use the algorithm one has to enter the entire text from PDB file and the amino acid sequence in FASTA format as an input. The output is the text that should be saved as PDB file. To visualize atoms participating in Mn (II) ions binding one may choose options “Temperature” (in “Display” menu) and “Ball & Stick” (in “Colours” menu) in the RasMol viewer. Moreover, the algorithm provides a table with predicted “active binders”, as well as a table with predicted coordination spheres.

Evolution is not a continuous process, it is composed of long stabilization periods and intensive changes which result in adaptation to the new niche and speciation. During the stabilization periods, most activity which causes structural changes in the genome negatively affects the survivability of specimens and of the whole population. However, in presence of environmental stress caused for example by climate change, or by colonization of new environmental niches, introduction of new sources of variability may be beneficial. Mobile genetic elements (transposons) are DNA segments capable of changing their genomic localization. Such activity is potentially dangerous for host organism, therefore during the stability periods, there are several mechanisms controlling the transposition, such as RNA interference, DNA methylation, histone modification. Here, as in previous paper, we try to show, that the appearance of stress results in suppression or elimination of these mechanisms, what enables the explosion of transposition activity resulting in structural changes in genomes. Such changes are undirected and increase, in average, the distance from the current phenotypic optimum. However, in the situation of changing environment they could promote the beneficial genetic innovation on the scale of whole population.

Here, we present a stochastic computational model including spatial effects of transposon proliferation in asexual populations. The model is a spatial extension of work previously presented in the paper "Genomic parasites or symbionts? Modeling the effects of environmental pressure on transposon activity in asexual populations" (Theoretical Population Biology). The model uses a Fisher geometric phenotypic landscape with standard Gaussian selection. Mutations are Gaussian as well, but they are affected by transposon activity in order to enable us to study, the interplay between transposition rate and environmental stress. Several scenarios are studied, among them a geographical spread of population to new environments, a colonization of new subniche by an already established species and evolutions of conditions of gradually changing environment. The strength of this model lies in the fact that, unlike in previous transposition-selection equilibrium-based models, there is no direct relation between the transposon count and the organism’s fitness function (the only link is the transposons’ influence on the mutation rate).

We shall present how the environmental stress and spatial effects stimulate transposon activity. In particular, we will present how our model predicts several real-world phenomena, such as increased transposon counts in species colonizing new environments as well as increased transposon counts on the frontline of colonization wave.
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**Computational modeling of amyloid peptides**
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Amyloids are proteins capable of forming fibrils whose intramolecular contact sites form a characteristic zipper pattern. A number of diseases related to amyloid proteins is constantly increasing and include Alzheimer’s disease (proteins Abeta and tau), Parkinson’s disease (alpha-synuclein), type 2 diabetes (amylin), Creutzfeldt-Jakob’s disease (prion), Huntington’s disease (huntington), amyotrophic lateral sclerosis (SOD1), and many others. Recognition of factors responsible for protein misfolding and subsequent cascade of events can contribute to better understanding of the diseases mechanisms and potential drug design. Recent studies indicate that short segments of aminoacids, which are believed to be 4-10 residues long and called hot-spots, can underly amyloidogenic properties of a protein. Those fragments can be harmless when they are burried inside a protein. Other studies indicate that the neurodegenerative processes is related only to transient amyloid oligomers and may correspond to their incorporation into cell membranes, creating weakly cation-selective ion channels that allow uncontrolled influx of calcium or other ions into nerve cells. In the talk we will present our results of computational methods that recognize amyloidogenic hot-spots and their propensity to forming double strands, based on classical machine learning methods, probabilistic formal grammars, and our original method based on site specific co-occurrence pattern (Stanislawski, Kotulska, 2013, Gasior, 2013). Preliminary results on modeling hypotheti-cal structures of the amyloid pores will also be discussed.
Development of sparse matrix crystal screens dedicated to RNAs and protein-RNA complexes crystallization
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Conditions leading to the crystallization of a RNA and protein-RNA complexes can be generally identified by screening a broad range of chemical mixtures. To narrow down the search, the data mining of the RNA structures deposited in the Protein Data Bank (PDB) [1] can be utilized. To date, only protein [2], protein-DNA [3], and nucleic acid [4] sparse matrix crystallization screens were commercially available.

As of May 2014, PDB contained 2843 structures with RNA molecules, among which 1032 were solely RNA structures. To remove bias in this dataset, all ribosomal structures were deleted. Similarly, all redundant structures (99% and more sequence identity) were removed using CD-HIT [2]. This protocol led to 462 structures from which data representing crystallization conditions (pH, temperature, buffers, precipitants e.g. salts, PEGs, additives e.g. spermine) were extracted, clustered and analyzed.

According to the data, the majority of RNA-protein complexes crystallize at range pH 6–7, while RNA alone prefers pH ~7 (slightly acidic to prevent RNA hydrolysis). Additionally, the presence of NaCl, magnesium salts, and precipitants such as PEG 4000 or ammonium sulfate dominated the chemical space. In respect of temperature, most RNA structures were obtained at room temperature or 37°C, while for RNA-protein complexes this restriction was weaker and many of them crystallized at temperature below 20°C. These observations allow us to the design of the first sparse matrix crystallization screen dedicated to the protein-RNA complexes and to the formulation an up-to-date screen for RNAs crystallization.
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Molecular characteristics recognition of estrogen receptor beta selective agonists
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Estrogen receptor β (ERβ), a member of nuclear receptor superfamily, is a molecule with therapeutic potential for several human diseases (Shanle & Xu, 2010). Its ligand-binding cavity is very similar to that present in ERα. Furthermore, the receptor cavities of both ERα and ERβ are relatively flexible, and depending on the nature of the bound ligand, the shape of the cavity may change significantly (Koehler et al., 2005). This makes ERβ a challenging target for new potent drugs. Despite the difficulties, considerable advances have recently been made and new synthetic ERβ agonists exist (Minutolo et al., 2011). However still little is known about structural mechanisms behind this successes. In order to reveal selectivity mechanisms and to design new potent ERβ agonists computational methods can be utilized (Spyrakis & Cozzini, 2009).

We carried out a molecular docking study of selected ERβ agonists. The ligands were docked to carefully chosen ERβ ligand binding domain structures obtained from the RCSB Protein Data Bank (PDB). This study showed how structural features of agonists such as alkyl substituent length, its aliphatic chain disubstitution and molecule stereochemistry can influence subtype selectivity. This knowledge will support the design of new ligands exhibiting sufficient levels of ERβ selectivity for therapeutic use.
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Initial comparative genomics analysis of bionanocellulose producing strain: *Gluconacetobacter xylinus* E25
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Complete genome sequence of the first cellulose synthesizing *Ga. xylinus* strain was announced recently (Kubiak et al., 2014). It was assembled by the means of Next Generation Sequencing technology by Genomed S.A. The species is used worldwide in industrial production of bionanocellulose (BNC)-based cosmetic masks and wound dressings (Czaja et al., 2006). The most intensive research is done in the field of development of scaffolds based on BNC to be used in various tissues regeneration, with the most advances in cartilage and bone replacements (Gama et al., 2012; Kowalska-Ludwicka et al., 2013).

The genome of *Ga. xylinus* E25 consists of one 3.4 Mbp chromosome and five plasmids (from 2.2 to 336.1 kb in size). We found it quite interesting to identify a megaplasmid (pGX5), which was not reported for any *Gluconacetobacter* representative up to date. However, megaplasmids were quite commonly reported in other Alphaproteobacteria genera. In these known cases they usually carry genes essential for cell survival in unfavorable environment. Some details about pGX5 encoded genes’ annotation will be presented.

Our results are of biotechnological importance due to the industrial application of the sequenced species but as only two other *Gluconacetobacter* representatives genomes sequences are known up to date (namely: *Ga. xylinus* NBRC 3288 strain, defective in cellulose production [Ogino et al., 2011] and *Ga. hanseni* ATCC 23769 strain [Iyer et al., 2010]) they bring important scientific novelty as well. Therefore initial comparative analysis were performed with these genomes’ sequences.

Initial automated annotation performed with Prodigal, DIYA and PIPA resulted in putative function assignment to 72.5% of all predicted chromosome and plasmid protein-coding genes. Further analysis, including metabolism modelling (with Pathologic package) allowed for better insight in pathways active in the species. Initial results including new GGDDEF/EAL family of proteins members (essential for c-di-GMP signaling) will be presented.
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Retrocopies — they are not „junk“ DNA any more

Joanna Ciomborowska, Magdalena Kubiak, Michał Kabza, Izabela Makałowska

Laboratory of Bioinformatics, Institute of Molecular Biology and Biotechnology, Faculty of Biology, Adam Mickiewicz University in Poznan, Poznań, Poland

e-mail: Magdalena Kubiak <mkubiak@gmail.com>

Retrocopies are RNA-based duplicates originated from reverse transcription of mRNA and incorporation of cDNA into a genomic sequence. This process is called retroposition and it results in a formation of a single-exon copy from a multi-exon parental gene. Majority of retrocopies are usually inactive and therefore are commonly called retropseudogenes or just pseudogenes. For many years they have been considered as useless, so called “junk DNA”. Nevertheless, since the discovery of the first functional retrogene in 1985 the interest in retrogenes (expressed retrocopies) increased and subsequent studies revealed that this type of sequences is important from the evolutionary point of view. Now we have more and more examples showing retrocopies as a driving force in evolution of animals and playing an important role in shaping interspecies differences. Also our studies revealed that we should reconsider retropseudogenes and look at them from a new perspective as we still underestimate the real number of animal retrogenes.

We decided to check whether previously annotated as pseudogenes retrocopies can be transcribed and be in fact functional. Candidates for our analyses come from developed by us database of animal retrogenes — RetrogeneDB (retrogenedb.amu.edu.pl). Taking into account two main criteria, such as estimated expression based on RNA-Seq analysis and status in our database we choose 68 human and 16 mouse retrocopies for expression verification utilizing PCR and pooled human and mouse cDNA libraries as templates.

We were able to confirm expression of 41 human and 11 mouse retrogenes. For those retrogenes we performed a set of bioinformatics analyses in order to pinpoint their putative functions. Among them we identified 29 human and 9 mouse genes with disrupted open reading frames, which together with confirmed expression, strongly suggests neo-functionalization. Moreover significant part of examined retrogenes is specific for one organism. 32% of expressed human and 90% of expressed mouse retrogenes has no orthologs in other organisms. This observation shows how big could be the impact of retroposition on variation among species.
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Kumar Deepak¹, M. J. Boniecki², Janusz M. Bujnicki²,¹

¹Laboratory of Structural Bioinformatics, Institute of Molecular Biology and Biotechnology, Collegium Biologicum, Adam Mickiewicz University, Poznań, Poland; ²Laboratory of Bioinformatics and Protein Engineering, International Institute of Molecular and Cell Biology in Warsaw, Warsaw, Poland

e-mail: Deepak.Kumar <deepak@genesilico.pl>

Group I introns are a family of widespread non-coding RNA molecules well known for self-splicing from the host precursor RNA. Thus far only Azoarcus, Tetrabymena and Twort are known and well studied structures of this family. Commonly, group I introns are classified into 14 subfamilies [1] based on conserved core sequences and peripheral structures. However, introns from particular groups have high length diversity and weak sequence similarity, which makes structure prediction for these RNAs very difficult. To provide 3D structural models of representatives of group I introns from all families, we used a combination of comparative and de novo RNA structure modeling approach, as implemented in the SimRNA method (Boniecki, Bujnicki, and coworkers, manuscript in preparation). The generated models of group I intron core structures by a comparative modeling approach. We defined the structural core based on the available secondary and tertiary structures, P4-P6 domain containing P4, P5 and P6 and P3-P9 domain containing P3, P7, P8 and P9. Azoarcus, Tetrabymena and Twort sharing significant similarity and common secondary structure with the representatives were chosen as templates for modeling. Fragments of models without counterparts in templates were then added and folded with a de novo modeling approach, as implemented in the SimRNA method (Boniecki, Bujnicki, and coworkers, manuscript in preparation).

The generated models of group I intron structures accurately depict the global topology, secondary and tertiary interactions. Expectedly, the accuracy is highest in the core, with RMSD between 3–4 Å, whereas deviations are larger for peripheral regions that differ substantially between different introns. The results of this analysis provide a 3D perspective for studying group I introns and for interpretation of their sequence evolution in a structural context.
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Mathematical model of bystander effect
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Aim: The aim of this study is to propose a mathematical model of bystander effect and results of parameter estimation based on biological experiments. The model describes ways in which cell survival is influenced by the rate of neighbouring cells. There are two different effects described in literature. The first is the classical bystander effect, where cell survival is reduced when communicating with irradiated cells. The second, recently reported, is reciprocal bystander effect where we observe increase in cell survival of irradiated cells close to unirradiated bystander cells.

Materials and methods: Ultraviolet radiation is considered to be one of the most important etiological factors of skin cancer. On the basis of the mechanisms of action, it appears that the bystander effect induced by UV radiation can have a share of damaging (carcinogenesis) and possibly skin cells in other tissues. The Bystander effect of ultraviolet (UV) radiation is the biological phenomenon in which unirradiated cells exhibit radiation effects as a result of molecular signals received from nearby cells irradiated. Ultraviolet radiation generates reactive oxygen and nitrogen species from irradiated cells which induce bystander effects in unirradiated cells, such as reduction in clonogenic cell survival and delayed cell death and apoptosis. The current investigations are based on biological experiments and computer simulations to make clear the biology of bystander effect. The in vitro experiments were performed using human dermal fibroblasts exposed to UV. Irradiated and unirradiated cells were co-incubated in six-well dishes with an insert separating two population of cells by a 0.4-mm pore membrane to allow diffusion of medium components and molecular signals between them [1].

Results: The model specifies the dynamics of two cells populations and is described by five ordinary differential equations. The model assumes that normal cells (N) are characterized by unlimited population growth. Subpopulation of damaged and non proliferating cells (D) appears after irradiation and due to native DNA breaks. Molecular signals transmitted via factors (β) released into the medium are generated by irradiated cells. They are inhibited by normal cells. β factors influence the rate of normal cells damage and the repair rate. Numerical estimation of the parameters of mathematical model is not a trivial task, because there is no universal method of performing this process. Furthermore, standard numerical methods of searching minimum of the objective functions are strongly dependent on the starting point. Therefore, the process must be repeated multiple times using different initial values of the parameters. This considerably increases the time of calculations. The parameters of the model were initially estimated using ADFIT program—a tool for numerical parameter estimation [2]. For further parameters estimation we used sensitivity analysis. As a result we obtained the model, which is well fitted to the experimental data. Moreover, the model is able to explain both classical and reciprocal effects.
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**Energy terms of the mirror images in protein structure prediction**
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Recently, more and more research about protein structure prediction are based on the residue-residue contact information such as contact maps [1, 2]. Tools for protein structure reconstruction from contact map generate the model collection containing the properly oriented models and their mirror images, because all of them share the same contact map. The properly oriented models and their mirror images can constitute competitive forms in the nature, therefore may have the same total energy. In our work we investigated 100 models of the 311 domains from class A and 183 domains from class B from SCOP database [3] reconstructed with C2S_pipeline [2]. We calculated the structural features of the models and their energy terms with PyRosetta [4].

The numbers of mirror images and properly oriented models in a collection were similar. One of the most often used indicators for protein structure quality is the Root Mean Square Deviation (RMSD). However, we observed that not always high RMSD indicated mirror images. We found a lot of domains whose properly oriented and image model had similar RMSD values. Despite this we observed that some of the structural features could be useful in separating correctly oriented and mirror models. One of them was the torsion angle $\phi$, which allowed distinguishing native and mirror models for more than 60% of protein. Despite the fact that the total energy was not always different for both type of models, we showed that some of the energy terms (e.g.: regarding torsion angles, attractive and repulsive forces, solvation process) could be used to qualify the model with regard to its orientation.
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**Introduction:** In recent years, it can be seen an increased interest in the use of infrared spectroscopy and artificial neural networks (e.g. multilayer perceptrons) in the differentiation of bacterial strains to the species and subspecies level. The aim of this work was to use the multilayer perceptrons and the spectroscopic data (bacterial infrared spectra) for the differentiation of ampicillin-resistant and ampicillin-sensitive uropathogenic *E. coli* strains.

**Materials and Methods:** In this work 127 *E. coli* strains were used. The ampicillin susceptibility tests were performed according to the EUCAST standards. The bacteria were cultured on LB agar at 37°C for spectroscopic analysis. After 24 hours of incubation for each strain 20 typical bacterial colonies were collected. The colonies were placed on crystal of ATR/FT-IR spectroscope. Each sample was scanned 25 times and the results were averaged. In the next step a number of multilayer perceptrons were designed for differentiation of the bacterial strains based on their infrared spectra.

**Results:** From all tested *E. coli* strains 73 (57.5%) were sensitive to ampicillin and 54 (42.5%) were resistant to the tested antibiotic. The best multilayer perceptrons differentiate *E. coli* strains with an accuracy of 90%.

**Conclusions:** Infrared spectroscopy and artificial neural networks allow to identify of the antibiotic resistance of bacterial strains.
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**MODOMICS: a database of RNA modification pathways—2013 update**
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MODOMICS is a database of RNA modifications that provides comprehensive information concerning the chemical structures of modified ribonucleosides, their biosynthetic pathways, RNA-modifying enzymes and location of modified residues in RNA sequences. In the current database version, accessible at http://modomics.genesilico.pl, we included new features: a census of human and yeast snoRNAs involved in RNA-guided RNA modification, a new section covering the 5'-end capping process, and a catalogue of 'building blocks' for chemical synthesis of a large variety of modified nucleosides. The MODOMICS collections of RNA modifications, RNA-modifying enzymes and modified RNAs have been also updated. A number of newly identified modified ribonucleosides and more than one hundred functionally and structurally characterized proteins from various organisms have been added. In the RNA sequences section, snRNAs and snoRNAs with experimentally mapped modified nucleosides have been added and the current collection of rRNA and tRNA sequences has been substantially enlarged. To facilitate literature searches, each record in MODOMICS has been cross-referenced to other databases and to selected key publications. New options for database searching and querying have been implemented, including a BLAST search of protein sequences and a PARALIGN search of the collected nucleic acid sequences.
Carotenoids intercalation and arrangement in phosphatidylcholine bilayer – a molecular dynamics simulation study

Krzysztof Makuch, Michał Markiewicz, Marta Pasenkiewicz-Gierula
Jagiellonian University, Department of Computational Biophysics, and Bioinformatics, Kraków, Poland

Carotenoids are produced in plants and some other photosynthetic organisms [1]. As animals are incapable of synthesizing carotenoids, they must obtain them through their diet. Carotenoids perform various functions in prokaryotic and eukaryotic organisms. In animals, they play a protective role against oxidative stress, probably have an anticancer activity, and are a major group of vitamin A. In humans, among the most abundant carotenoids are lutein and zeaxanthin, which can be found in high concentration in the fovea of the eye retina [2].

As was shown in experimental studies [3], both lutein and zeaxanthin exist in liposomes not only in monomeric form, but also as aggregates. Such aggregates, due to the limited mobility, cannot reorient as freely as monomers.

The primary aim of this study is verification of the arrangement of lutein and zeaxanthin in the 1-palmitoyl-2-oleoyl-phosphocholine (POPC) bilayer using molecular dynamics (MD) simulation method. Our earlier MD simulations [4] confirmed experimental results that lutein can be both in perpendicular and parallel orientation relative to the lipid bilayer surface [4]. That study was limited to a relatively small number of intercalated lutein molecules in the POPC bilayer. In this study, a larger number of systems was analyzed. This study shows that lutein intercalates into the bilayer with both its ends (β and ε rings) and its initial orientation is either perpendicular or parallel to the normal; initial orientations of zeaxanthin are similar.

Vital role during carotenoids insertion plays formation of hydrogen bonds between the carotenoid hydroxyl group and the POPC phosphate group.

In this study, both intercalation of aggregates into the POPC bilayer and their formation already in the bilayer are observed.
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Heterogeneity of cellular immune response for TNF-α stimulation
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Heterogeneity of immune response is observed among cell lines for different stimulants. There are a lot of sources of cellular variability. Intrinsic noise is associated with stochastic gene expression influencing fluctuations of RNA and protein levels. Extrinsic noise is caused by differences in cellular state, cell cycle or micro-environment. In our experiment we focus on NFκB signaling pathway and its activation via TNF-α (tumor necrosis factor) stimulation.
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RNApathwaysDB — a database of RNA maturation and decay
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Many RNA molecules undergo complex maturation, involving e.g. excision from the primary transcripts, posttranscriptional modification, splicing, and polyadenylation. The level of mature RNAs in the cell is controlled by degradation, which proceeds via many different reactions including, but not limited to endo- and exonucleolytic cleavage. The systematization of data about RNA metabolic pathways and enzymes taking part in RNA maturation and degradation is essential for the full understanding these processes. RNApathwaysDB (RNA pathways database) is the first database of metabolic pathways involving RNA as the substrate. It presents information about reactions and enzymes (proteins, RNA molecules or complexes) that take part in RNA processing. The database provides also links to other databases and literature information. The current dataset is limited to the maturation and degradation of tRNA, rRNA and mRNA, and describes pathways in three model organisms: Escherichia coli, Saccharomyces cerevisiae and Homo sapiens. Other RNAs, enzymes and pathways and data for other organisms will be successively added in the future. The database can be queried with keywords or by the name of a pathway, a reaction, an enzymatic complex, a protein or an RNA molecule. Amino acid sequences of protein enzymes involved in pathways included in RNApathwaysDB can be compared to a user-defined query sequence with a BLAST utility. Options for data presentation include graphs of pathways and tabular forms with enzymes and literature data. Structures of macromolecular complexes are presented as “potato models” using DrawBioPath — a new javascript tool. The contents of RNApathwaysDB can be accessed through the World Wide Web at http://genesilico.pl/rnapathwaysdb.
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Experimental methods based on DNA/RNA hybridization such as Multiplex polymerase chain reaction (Multiplex PCR) or Multiplex ligation-dependent probe amplification (MLPA), require the use of mixtures of multiple oligonucleotide molecules, primers or probes, in a single test tube. To provide an optimal reaction environment, one must achieve minimal self- and cross-hybridization between those oligonucleotides. To meet this problem we developed EvOligo, a software package for grouping and designing short RNA and DNA sequences. EvOligo allows for a construction of groups of molecules, characterized by the weakest possible cross- or self-interactions, by sorting critical parts of the sequences into sets, and designing the rest of the sequences with the use of evolutionary algorithm. Grouping can also be made based on melting temperature of duplexes. EvOligo uses a nearest-neighbor model of nucleic acids interactions and a parallel evolutionary algorithm that allow the software to take an advantage of modern multi-core CPUs. Applications of the groups and sequences generated with the software include but are not limited to designing MLPA or Multiplex PCR experiments as well as constructing special-purpose microarrays.
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A characteristic feature of the computer programs applied to genetic data is the necessity to analyze large amounts of data using complex algorithms, which means that high performance is crucial. Different user and system requirements mean that the flexibility of software is also important. Finally, users prefer a graphical interface that is accessible from a web browser and applications that update automatically.

Scientists are becoming increasingly involved in software development. They should use software engineering practices and tools to avoid common mistakes and to speed up the development tasks. The architecture of working application with explanation of development decisions could help in developing new computer programs. The use of appropriate systems also facilitates rapid prototyping, which allows us to verify concepts by obtaining the requisite information from end users: biologists and doctors.

In this study, we describe the BioWeb framework i.e. application architecture, the programming languages, libraries and tools, used to develop applications for processing genetic data. High performance, flexibility, and a user interface with a web browser are achieved by using multiple programming languages. The software used by our framework and the framework itself were created with C++, Python, and JavaScript with HTML5. Our solution is similar to frameworks that connect C++ with Python or Python with JavaScript, but BioWeb combines three programming languages. A lot of bioinformatics frameworks and libraries exist for C++ (NCBI C++ Toolkit), Java (BioJava), Python (BioPython), R (Bioconductor) and other programming languages. All these solutions impose limitations connected with the usage of only one programming language and do not support the user interface in a web browser. The heavyweight web-based genome analysis frameworks, such as Galaxy, have a lot of ready-made modules and meet most of the requirements for systems for the genetic data analysis. Our framework allows you to create smaller and independent solutions, which are easier to manage and customize. It could be easily extended to use GPU and/or computing clusters, which is required in production-scale analysis.

The presented framework was used to build a number of genetic data processing applications. It is available from the website http://bioweb.sourceforge.net under LGPLv3. The project website includes ‘getting started’ instructions, user manual and example applications.
The development of biological high-throughput measurement techniques created the possibility of obtaining large amounts of information in a single experiment. However, these methods often are costly, require a lot of time and provoke problems typical for high-dimensional data analysis. These issues imply the need for effective procedures for integrating existing data sets stored in bioinformatics databases and laboratories.

This study consisted of testing the impact of integrating two independent microarray expression data sets using p-value combination statistical techniques. The method was proposed as an alternative for biological and functional validation of a single gene expression set in the case when we have more than one set of data available and the design of both experiments is compatible.

The data was obtained from two microarray experiments designed for the search of biomarkers of radiosensitivity in breast cancer patients. These studies were consistent in terms of design, but were conducted of different microarray platforms. After the preprocessing stage involving normalization and batch effect removal, the p-values resulting from multiple testing procedures applied in order to find differentiating genes were combined. This was done using a variety of transformations in order to find the one that is most suitable for the analyzed data sets. The tested procedures included Fisher’s, Lancaster’s and modifications of Stouffer’s methods for the combination of p-values.

The weighted Z-score algorithm (one of the modifications of Stouffer’s method) using the inverse standard error as weight proved to be the most appropriate method for integrating the investigated data sets using p-value combination statistical techniques. The method was proposed as an alternative for biological and functional validation of a single gene expression set in the case when we have more than one set of data available and the design of both experiments is compatible.

The weighted Z-score algorithm (one of the modifications of Stouffer’s method) using the inverse standard error as weight proved to be the most appropriate method for integrating the investigated data sets using p-value combination statistical techniques. The method was proposed as an alternative for biological and functional validation of a single gene expression set in the case when we have more than one set of data available and the design of both experiments is compatible.
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The development of biological high-throughput measurement techniques created the possibility of obtaining large amounts of information in a single experiment. However, these methods often are costly, require a lot of time and provoke problems typical for high-dimensional data analysis. These issues imply the need for effective procedures for integrating existing data sets stored in bioinformatics databases and laboratories.

This study consisted of testing the impact of integrating two independent microarray expression data sets using p-value combination statistical techniques. The method was proposed as an alternative for biological and functional validation of a single gene expression set in the case when we have more than one set of data available and the design of both experiments is compatible.

The data was obtained from two microarray experiments designed for the search of biomarkers of radiosensitivity in breast cancer patients. These studies were consistent in terms of design, but were conducted of different microarray platforms. After the preprocessing stage involving normalization and batch effect removal, the p-values resulting from multiple testing procedures applied in order to find differentiating genes were combined. This was done using a variety of transformations in order to find the one that is most suitable for the analyzed data sets. The tested procedures included Fisher’s, Lancaster’s and modifications of Stouffer’s methods for the combination of p-values.

The weighted Z-score algorithm (one of the modifications of Stouffer’s method) using the inverse standard error as weight proved to be the most appropriate method for integrating the investigated data sets using p-value combination statistical techniques. The method was proposed as an alternative for biological and functional validation of a single gene expression set in the case when we have more than one set of data available and the design of both experiments is compatible.
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High-Throughput DNA Sequencing, which is typically referred to as RNA-Seq, is becoming the most important tool for gene expression analysis. Besides of specialized equipment for performing sequencing on biological material it also involves computing infrastructures for data storage and data processing.

Poznan Supercomputing and Networking Center (PSNC) is an institution aiming to provide networking, computational and storage environment to support scientific communities, locally in Wielkopolska region area, and globally by participating in Polish and European initiatives. PSNC is also very active in the research projects area. One of the examples of that kind of activity is support for Greater Poland Cancer Centre in the RNA-Seq data analysis. For performing RNA-Seq analysis, resources that are part of Pl-Grid infrastructure were utilized. Pl-Grid is national hardware and software platform grouping together resources located across Poland, design and implemented to enable research in various domains of e-Science. The platform (QosCosGrid) offers advanced job and resource management capabilities to deliver to end-users supercomputer performance. Taking advantage of resource management interfaces, in collaboration with MD Anderson Cancer Center, automatic pipeline for RNA-Seq analysis was designed and implemented.

It consist of five main steps:
- Alignment: short sequences (reads) are aligned to the reference genome
- Compression: intermediate step responsible for compressing SAM file to BAM format
- BAM Transformation: processing of BAM file to prepare input for further computations (grouping, reordering, sorting, duplicates detection)
- Reads Counting: in this step reads are calculated and stored
- Quality Control: computation of a series of quality control metrics

Simultaneously with standard RNA-Seq workflow the additional research was done on retroelements analysis. For this purposes, preparation of dedicated unmasked reference genome was required. The results of the workflow was then used for further statistical processing, mostly focused on differential expression assays.

Initially, the designed computational pipeline was applied for data coming from several biological experiments, including reprogramming human somatic cells towards induced pluripotent stem cells (iPS cells) and analyzing the role of TRIM28 knockdown in this process. Another set of data was generated from analysis of TRIM28 role in breast cancer homeostasis.

Conducted experiments proved, that properly designed computational pipeline, integrated with storage capabilities, can significantly facilitate work with RNA-Seq data. The infrastructure provided by PSNC is very scalable and can easily fulfill requirements of biomedical communities. The other important aspect is ability to build interdisciplinary teams, for solving scientific problems coming from different research areas.
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The interaction between matrix metalloproteinases and their tissue inhibitors in normal and disease conditions
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Background: Metalloproteinases (MMPs) and their tissue inhibitors (TIMPs) are supposed to take part in some neurological disorders and may have diagnostic and prognostic values. In particular, altered levels of MMPs and their TIMPs are observed in Emery-Dreifuss muscular dystrophy patients (EDMD) [1, 2]. In the present study we focus on the evaluation of interactions between MMPs and TIMPs in healthy subjects and in EDMD patients.

Materials and methods: 25 EDMD patients (connected with lamins AD-EDMD or emerin X-EDMD deficiencies) and 20 aged-matched healthy controls were examined. The serum levels of MMPs and TIMPs were quantified using ELISA sandwich immunoassay procedure. The structural models of MMPs and TIMPs were determined applying molecular modelling methods.

Results: Significant changes of MMPs and TIMPs were noted. The level of MMP-2 was increased in all patients, whereas MMP-9 was increased only in some of these patients. The level of TIMP-1 was either normal or increased, and TIMP-2 was reduced in some EDMD patients. Regarding TIMP-3, it was decreased in all the examined EDMD cases. The structural alignment of TIMP-1, TIMP-2 and the N-terminal domain of TIMP-3 reveals strong structure conservation. Major differences were observed in the length of the sA-sB loop, which interacts with the catalytic domain of MMPs, and in the fragment located before the sD beta strand. The structural model of MMP-9–TIMP-1 complexes, obtained with the homology-based modelling, is presented and discussed. Both complexes were stable during the molecular dynamics simulation (6 ns, with the CHARMM22 force field, without any restraints). TIMP-1 interacts with the activated MMP-9 catalytic domain through its N-terminal and with the hemopexin domain by its C-terminal part. None of the residues conserved in MMPs family occurs in the binding interface.

Conclusions: The presented molecular models explain interactions in the selected complexes of TIMPs and MMPs. The data suggests that the altered balance between some of MMPs and TIMPs in EDMD patients can be considered as risk and prognostic markers.
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Fisher’s geometric model is a well-established (class of) models in population genetics, wherein the organism’s phenotype is represented in a geometric setting, as a vector of real-valued parameters. Selection is based on a fitness function (dependant on the phenotype), and random mutations are modelled by random changes to the organism’s phenotype. The population is represented as a probability measure over the space of possible phenotypes, representing the proportion of organisms with given phenotype. The applications of these models range from studying adaptation to an environment, to simulating the evolutionary effects of pleiotropy.

In a mutator model with environmental stress, the organisms are differentiated also by their mutation rate, which in some scenarios is allowed to vary as well. Environmental stress is reflected by moving the optimum of the selection function in each generation.

In our study we assume a Gaussian selection function, as well as Gaussian mutation operator. Exploiting the various properties of the class of Gaussian functions, such as its stability and closure under various operations, allows us to analytically derive the equilibrium probability measure (with respect to the moving optimum) describing the stable state of a population chasing a shifting (with constant speed) phenotypic optimum. Furthermore, convergence of a population described by any probability measure (be it continuous or singular) to the aforementioned equilibrium may be studied and analytically proven. We have performed studies of interdependence of the model’s variables and the ability of the modelled population to survive (as even if there is a theoretical equilibrium state it is not realistic for a population which loses a too big fraction of its headcount in each generation to sustain itself).

In our study we assume a Gaussian selection function, as well as Gaussian mutation operator. Exploiting the various properties of the class of Gaussian functions, such as its stability and closure under various operations, allows us to analytically derive the equilibrium probability measure (with respect to the moving optimum) describing the stable state of a population chasing a shifting (with constant speed) phenotypic optimum. Furthermore, convergence of a population described by any probability measure (be it continuous or singular) to the aforementioned equilibrium may be studied and analytically proven. We have performed studies of interdependence of the model’s variables and the ability of the modelled population to survive (as even if there is a theoretical equilibrium state it is not realistic for a population which loses a too big fraction of its headcount in each generation to sustain itself).

The selection of Gaussian mutation and selection has allowed to explicitly derive the closed-form formulas for equilibrium state, as well as has enabled the derivation of closed-form exact formulas for various traits of the population, such as genetic variance or average fitness, as a function of the parameters of the model. A sketch of proofs for the aforementioned results shall be presented.
The Power Diagram (PD) of a set of balls in three dimensions assigns to each of those balls a convex polyhedron, called a power cell, that contains all points in the space that are closer to this ball than to any other (with respect to some pseudo-distance function). If two cells share a common face then we call them adjacent and this relation allows to rigorously investigate inner topological structure of the (union of) set of balls. PD can be used to construct data structures and quantities such as Alpha Shapes (to identify pockets and tunnels), Solvent Accessible Surface Area (SASA) and the volume of the union of balls. Although very useful, PD may be hard to compute in higher dimensions - optimal algorithms for a set of \( n \) balls in \( d \)-dimensional space needs time proportional to \( n^{d/2} \) in the worst case. However, in the context of large, uniformly distributed sets inside a compact subset of \( \mathbb{R}^3 \), the worst case. However, in the context of large, uniformly distributed sets inside a compact subset of \( \mathbb{R}^3 \), the (union of) set of balls. PD can be used to construct data structures and quantities such as Alpha Shapes (to identify pockets and tunnels), Solvent Accessible Surface Area (SASA) and the volume of the union of balls.

We have recently developed DMG-\( \alpha \) library for performing computations of PD and related data structures with stress on algorithms for sets constrained to a simulation box with periodic boundary conditions (PBC) to guarantee that resulting PD and derived data structures are also periodic. The expected computational time is linear and computations may be simply and effectively parallelized. The library is written in C++ but rich Python interface is integral part facilitating action of cytokines, growth factors and pathogens. STAT activation is mediated by a highly conserved SH2 domain, which interacts with phosphotyrosine (pTyr) motifs for specific STAT- receptor contacts and STAT dimerization. The active dimers induce gene transcription in the nucleus by binding to specific DNA-response elements of target genes. Abnormal activation of STAT signaling pathways is implicated in many human diseases, like cancer, inflammation and auto-immunity. Searches for STAT-targeting compounds, exploring the pTyr-SH2 interaction area, yielded many small molecules for STAT3 but sparsely for other STATs. However, many of these inhibitors seem not STAT3-specific, thereby questioning the present modeling and selection strategies of SH2 domain-based STAT inhibitors.

We generated new 3D structure models for all human (b) STATs (1, 2, 3, 4, 5A, 5B and 6) and applied a comparative in silico docking strategy to obtain further insight into STAT-SH2 cross-binding specificity of previously identified STAT3 inhibitors. Indeed, by primarily targeting the highly conserved pTyr-SH2 binding pocket the majority of these compounds exhibited similar binding affinity and tendency scores for all STATs. By comparative screening of a natural compound library and using the “comparative STAT3 and STAT1 affinity and binding tendency scores” as a selection criterion, we provided initial proof for the possible existence of STAT3 as well as STAT1-specific inhibitors. In silico screening of a multi-million “clean lead” compound library for binding of all STATs, likewise identified potential specific inhibitors for STAT1 and STAT3 after docking validation.

Based on comparative virtual screening and docking validation, we developed a novel STAT inhibitor screening tool that allows identification of specific STAT1 and STAT3 inhibitory compounds. This could increase our understanding of the functional role of these STATs in different diseases and benefit the clinical need for more drugable STAT inhibitors with high specificity, potency and excellent bioavailability.
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The change of one base pair in a DNA sequence (point mutation) is a common genesis of many genetic diseases (e.g. mucoviscidosis, sickle-cell anemia, color blindness). One of the most widespread PM is associated with the sickle-cell anemia (SCA). Surprisingly, the single A-T to T-A replacement in the 6 codon of β-hemoglobin encoding sequence results in a dramatic hemoglobin misfolding. This results in the overall red-blood cell shape-deformation (sickle shape), which increases hydrophobicity of hemoglobin that leads to aggregation of proteins [1]. SCA is responsible for the death of over 2.5 hundred thousand of African American population [2].

On the other hand, since DNA is capable of conducting current via the hopping or tunneling mechanisms [3], it is of great interest to examine the effect of SCA mutation on its conductivity. In particular, SCA detection on an early stage of child development in a noninvasive way (e.g., biosensors with nontoxic hybridization indicator, for instance riboflavin) is highly demanded.

In our work, we selected 15 nucleotides ss-DNA chain from hemoglobin sequence (HBB) (GenBank accession number Gu324922.1) to prepare the SCA biosensor. We observed that conductivity of DNA is sensitive to the SCA mutation. Our experimental studies are accompanied by the molecular dynamics simulations and ab-initio calculations, which shed the light on nature of the conductivity signature of the SCA mutated DNA.
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Protein-nucleic acid interactions play an important role in the life of every cell. Methods that are able to predict protein-RNA complexes are needed to understand the principles of protein-RNA recognition and next to design new RNA-binding proteins. Most protein-RNA docking methods carry out docking of rigid structures of macromolecules. These limitations often lead to sub-optimal sampling of the complex conformational space, resulting in protein-RNA model structures with native interaction sites but not optimal relative position of the components.

We provide an effective method of the conformational space sampling within an interaction area of complex components – RNPDock (http://iimcb.genesilico.pl/RNPDock/). Our method uses Monte Carlo algorithm combined with DARS-RNP statistical potential (Tuszynska et al., 2011, BMC Bioinformatics 12: 348). For more effective conformational space sampling, and quickly bringing the system to the global energy minimum, the simulated annealing algorithm, which gradually reduces the temperature of the system, was implemented. As a result, RNPDock finds the structure of protein-RNA complex with the best score.

The method was tested on the unbound docking set from Tuszyńska et al. (2011, BMC Bioinformatics 12: 348). Started structures were taken from the first biggest cluster of the best scored structures. Their average RMSD value was around 10 Å. The average RMSD improvement, after RNPDock running, was around 3 Å.
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Fibrinogen (Fg) is a polyfunctional protein of blood coagulation system. Fibrin, formed by cleavage of the pairs of fibrinopeptides A and B from Fg by the thrombin, polymerizes in a two steps – protofibrils formation and their lateral association. Previously by using fibrin-specific monoclonal antibody I-3c and synthetic peptides Bβ121-138 and Bβ109-126 we found a site Bβ126-135 in coiled-coil connector which provides lateral association of protofibrils. Computer modeling in Modeller 9v10 software showed that site Bβ126-135 is exposed in fibrin molecule following changing of accessibility of these amino acid residues to solvent and partial uncoiling of α-coil. Amino acid sequence Bβ126-135 is the structural component of the part of the coiled-coil connector. In this part of the coiled-coil Bβ126-135 connects with g69-77 and Aα91-103.

In this work we testify the influence of the synthetic peptide which correspond to the amino acid residues of the fibrinogen molecule g69NPDESSKPN78 on the fibrin polymerization process. Turbidity analysis and transmission electron microscopy showed that synthetic peptide g69-77 inhibits the second step of fibrin polymerization – the protofibrils lateral association. Structural dynamics of peptide g69-77 indicate that in an aqueous solution it has a form of a loop, stabilized by hydrogen bonds. Such conformation of this peptide is necessary for providing its inhibitory activity.

We suggest that a possible mechanism of inhibition effect of peptide γ69-77 is a competitive interaction with Aα91-103 and Bβ126-135 α-coils, and, as a result – disturbance of the coiled-coil structure in this part of the molecule. According to this suggestion we assume that site Bβ126-135 and g69-77 are required for increasing flexibility of this part of coiled-coil but not for the direct interaction between protofibrils.
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One of the most significant types of genetic variations is single-nucleotide polymorphism (SNP). SNPs are the most useful, and frequently applied markers in genetic science. However, the characteristic of SNPs occurrence has not been fully examined yet. A proper understanding of the relation between SNPs and protein sequence features can help in automation of sequence analysis and provide more information about the characteristic of SNPs. One of these features might be the importance of a single amino acid for the stability of the whole protein structure. This information can be obtained e.g. from the analysis of protein contact sites. Algorithms based on the correlated mutations are one of the most popular methods used in the protein contact sites prediction. The Direct-Coupling Analysis (DCA) algorithm has been reported as particularly effective, recently. It is an enhancement of the older Correlated Mutation Analysis (CMA) algorithm, which predicts protein contacts based on the information about correlated mutations occurring in the multiple sequence alignment of the query protein [1]. The aim of this study is to analyze whether there is any dependency between the results of DCA and CMA algorithms and the SNPs occurrence. The DCA and CMA algorithms were implemented in Java 1.7.0. A dependency between the results of these algorithms and SNPs occurrence was analyzed for the group of 25 human proteins possessing the highest number of missense SNPs. This dataset was obtained from the Exome Sequencing Project [2]. Furthermore, the frequency of the SNPs occurrence was investigated for different amino acid types.

This study shows that it is possible to estimate the ranges of the values obtained from the DCA and CMA algorithms which are usually taken by the amino acids at SNP positions. However, this is not enough to unambiguously point SNP amino acids and additional sources of information are needed. On the other hand, the results prove that the frequency of the SNPs occurrence within different amino acid types is strongly related to the occurrence of so called CpG islands.

**References:**

Objective: DNA metabarcoding is a means of the identification of living organisms and discrimination between them through the comparison of short standardized DNA sequences - barcodes. Taking into account that the majority of microbial species cannot be cultured and hard to be distinguished by any microbiological methods, the species profiling by high-throughput DNA pyrosequencing is the best of known tools to control microbial communities. Pyrosequencing-based barcoding of microbial communities originated from fermented foods is essential for deciphering a successful design of probiotic and synbiotic products. In this work, we applied pyrosequencing of 16S rDNA and ITS amplicons obtained from bacterial and yeast species, composing the Ukrainian ecotype of kombucha culture (UEKC), also known as the fermented tea drink.

Methods: 454 pyrosequencing of amplicons used as barcodes for species profiling of UEKC was used. DNA samples were isolated from the liquid phase and biofilm fraction of 14-day kombucha culture. The obtained DNA reads were aligned locally by BLASTN against combined NCBI 16S Microbial and Greengenes16S databases for identification of 16S rDNA reads and against the NCBI nt-database for identification of ITS reads. The BLASTN results were merged and visualized by MEGAN 4.67.4. Also the BLASTN output files were searched by an in-house BioPython-based script to retrieve the statistics of the top scored hits for all reads.

Results: DNA metabarcoding exhibited a more complex kombucha culture structure than it was known before: it was comprised by two bacterial (Proteobacteria, Firmicutes) and yeast (Ascomycota) phyyla, as well as several unknown pro- and eukaryotic microorganisms. Kombucha is quite flexible and variable community, but it produces a stable core microbiome in different conditions of cultivation. The core community includes acetobacteria of two genera (Komatagaleibacter, Gluconobacter) and yeast, which mainly belong to Brettanomyces/Dekkera, Pichia, and Candida genera.

Conclusions: Based on these data, the precise species inventory of microbial association will get us insight on the functionality of this community as whole entity. DNA profiling by pyrosequencing is a new powerful tool for characterizing dynamic changes in probiotic communities and in the gut microbiota treated with probiotics. This knowledge may aid in improving of probiotic development and administration for prophylaxis of human diseases.

Aim: Aim of this study is to propose data analysis method based on integrative analysis which could be used for analysis many genes in one time. In this research proposed methodology is used for analysis genes which appear in DNA damage repair pathway.

Materials and methods: The population under investigation is composed of 44 unrelated, healthy individuals, where for each, two type of data were collected. First was the result of genotyping of 567,095 polymorphisms (SNP) by Axiom platform, the second one includes GADD45 and SESN1 qPCR expressions measured after the irradiation of 2Gy and in normal conditions (0Gy). Additionally the γH2AX test on radiosensitivity was performed. All of three measured genes are related with p53 branch of DNA damage repair. For every gene, statistical significance were calculated by the most powerful test to each SNP (ANOVA, t-test or Mann-Whitney). After, the 3 groups of p-value were integrated by Z transformation method of p-value combining. Finally, obtained SNPs were investigated by their transcriptomic locations, KEGG and Gene Ontology (GO) to show level of biological significance.

Results: During the first step, the analysis of genotype-phenotype interaction between every SNP gene expression was investigated. Having a set of three of p-values obtained for each gene, allow to performed p-value combining by Z transformation method. Using the significant level ζ=0.05 number of candidate SNPs for integrative method are equal 43 188 and 46 374 (for 0Gy and FCH, respectively). While the number of intersect SNPs through all three genes are equal 1920 and 1317 (for 0Gy and FCH, respectively) — restricted method. Additionally the level of transcriptomic SNPs stay on the same level 38% to 42% (FCH — restricted and integrative method), which gives the same level of biological significance. Additionally, by testing the overrepresentation of signaling pathways from KEGG, there was no significant pathway for restricted method. While for integration e.g. for FCH the analysis show overrepresentation for such pathways like "pathway in cancer" (p-value-0.0001) and "MAPK signaling pathway" (p-value-0.004). Both of them are highly relevant to investigated problem. What is more for integrative method number of overrepresented GO increase twice time to each class.

Conclusions: The data integration technique could significantly increase the number of candidate polymorphisms for investigated problem. In parallel, integrative method increase the level of significance for biological information. Group of candidate SNPs for DNA damage repair genes related to p53, was obtained.
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Gene signatures are lists of genes used for summarizing high-throughput gene expression experiments. There are routines for obtaining and analyzing gene signatures in molecular biology researches, including statistical testing with false discovery corrections and annotations by gene ontology (GO) keywords. Despite established routines there are still challenges in efficient applications of gene signatures, which include instability of composition of gene signatures, problems in defining sizes (numbers of genes) of gene signatures and possible unreliability of results of inference based on gene signatures. Therefore there are many efforts towards improving algorithms for constructions of gene signatures. In this paper we are introducing a methodology of reduction of a gene signature corresponding to a gene expression measurement experiment, based on the fusion of information coming from statistical testing of differential expression genes and information resulting from statistical testing of enrichment for GO terms.

On the basis of the DNA microarray datasets we are demonstrating that the proposed algorithm for fusion of expression and ontology information leads to improvement of the composition of gene signatures. We are illustrating our algorithm for integrative construction of gene signatures and we are comparing it with other gene annotation algorithms on the basis of the results of DNA microarray experiments on astrocytic brain tumors. Astrocytic brain tumors are cancers of primary central nervous system (CNS), which develop from astrocytes and are most common glial tumors. They can be divided into two groups according to the way of growth, diffuse or localized. In our study we are focusing on the astrocytic brain tumors with the diffuse growth, which give poorer prognosis and are assigned to a higher grade according to the World Health Organization (WHO). We are further confining the research to the two most common tumors from this group, namely anaplastic astrocytoma (AA) and glioblastoma multiforme (GBM). Additionally, there are two different forms of the GBM, primary GBM arising de novo and secondary GBM arising from lower grade diffuse astrocytoma, anaplastic astrocytoma. Primary and secondary glioblastomas are histologically indistinguishable, except the facts that the frequency of extensive necrosis is higher for the primary GBM and the frequency of oligodendroglioma components is higher for the secondary GBM. Similar histopathology of glioblastomas may be due to similarity of genetic alterations behind their growths.

On the basis of the biological and clinical characteristics of astrocytoma and primary and secondary glioblastomas, it seems an interesting issue to design an experiment based on the high throughput techniques of molecular biology, aimed at visualization of differences/similarities between these cancers. We have searched the Gene Expression Omnibus (GEO) database for gene expression profiles corresponding to the above-mentioned tumors and their comparisons to the normal tissues. The gene expression datasets found in GEO were obtained in studies, which relied on comparisons of the three types of brain tumors, AA, primary GBM (GBM.P) and secondary GBM (GBM.S) with the normal brain tissues (NBT). We are comparing different methodologies of reduction of gene signatures for AA, GBM.P and GBM.S.